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INTRODUCTION

* Objective: To jointly predict the pose of a human and the
object that they hold and interact with, aka extensions.
» Essential for scene understanding, action recognition and

HOI detection.
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EXISTING WORKS

Stage 1 Stage 2
ob Cropped
ject . Pose
Image — | -~ | —> objects —> |__. . .| —> 2D Pose
(human-+ext)

e Predominantly follow top-down paradigm
o  Crop and isolate all the entities (humans along with their extension) in the image.

o Perform pose estimation on each entity separately.
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LIMITATIONS

* Inclusion of extension introduces
noisy features!

—  Expects all keypoints of interest
to be present within the
bounding box.

— Necessitates larger bounding
boxes, leading to more noise.

* Pose estimators not tuned to handle
multiple objects of interest in a single

cropped image.
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OUR CONTRIBUTIONS

e Do not capture the extension in the bounding box!
o  Works (Yao et al. 2010 & Neher et al. 2018) on human-object interaction
identify a strong correlation between human and extension pose.
o  We leverage that to infer extension pose from humans.
o Reformulate extension pose estimation to unseen keypoint prediction.

e How can we effectively represent the spatial relations of these unseen keypoints?

Stage 1 Stage 2
. Cropped 2D P
Object Pose ; ose
Image —> Detector (huiman:) Estimator (human + ext)
w/0 ext
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OUR CONTRIBUTIONS
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We leverage language to inform our model.
o Keypoint-specific text prompts are utilized to
generate text embeddings .
Existing multimodal pose estimators align the
image features to frozen text embeddings.
o This is not desirable as text embeddings do
not maintain global positional structure!
We create learnable tokens for each keypoint and

initialize them with these embeddings.

@ Right Hip
@ Right Shoulder @ LeftHip  Right Knee
. Left Shoulder
Left Knee .
@ Left Elbow Right Ankle
. Left Ankle

@ Right Elbow

nght.erst @ Left Wrist

t-SNE plot of CLIP joint embeddings.
Upper-body joints (red) and lower-body joints
(blue) have no positional correlation among each
other.




METHODOLOGY
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(a) Proposed TokenCLIPose Architecture (c) RLE Loss

e The cropped image of a human is fed to an image encoder to extract multi-scale
feature maps F' . .
e These feature maps are used to predict coarse human keypoint locations f, € R*"*!,

which are then reprojected to form location tokens F'; . .
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(a) Proposed TokenCLIPose Architecture (c) RLE Loss

e Keypoint-specific text prompts are passed through the CLIP text encoder and
projected onto a joint multimodal embedding space to obtain text-initialized

keypoint tokens F.,,; -
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METHODOLOGY
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e  The visual, location and text tokens are concatenated to produce multimodal tokens F = {F,;., F1oc, Frext }-
e  These tokens are then fed to a vision transformer to understand the correlations among the unimodal tokens and
in between tokens of different modality.

e  The output of the transformer is used to extract final keypoint coordinates i, € R"** and scale parameter 6, € R*>**
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RLE LOSS

» Standard loss functions like /5 are more vulnerable to noisy inputs.
* Formulate regression as a distribution learning task.
» Leverage normalizing flows to calculate the deviation between predicted values and

ground truth values.

mage Regression[—» ————» x=X-0+[

* Adopt MLE to minimize the deviation. _>

o Pe,4(x|T)
_ I I
* Lprp = —log Po 4(x|T) g : Norlr:rlz\l,ivzing 5 D—> :j
= —log Py(fr,) + log & | X= @ Ge® T Py(x)
_ _ R Residual
= - lOg Q(ll'g) - log Gd’(ll’g) - lOg s+ log o. : Log—iki;;ﬂhiod Q(f{) :

Reparameterization
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DATASETS

e Introduce 2 new datasets for
extension pose estimation.
o Ice hockey dataset collected
from 10 NHL games.
o Lacrosse dataset for zero-shot
generalization capabilities.
e We also evaluate on CrowdPose to
demonstrate the flexibility of our

model.

Ice hockey

Lacrosse

CrowdPose
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RESULTS

Table 1: Comparison with SOTA Methods on our real-world ice hockey dataset (PCKh@0.5).

BoldFace represents the best score. Underline represents the top score in existing works. ihle 2, Devosshot Compatisom syith SO, Metliods g eus edlowonli Lycranse. datasey

(PCKh@0.5). BoldFace represents the best score. Underline represents the second-best score.

Method | Backbone | Input Resolution | Body | ButtEnd | Stick Heel | Stick Toe | Mean -

SimpleBaseline [13] | ResNet-50 256x192 9359 | 69.57 57.19 5276 68.83 Method | Backbone | Body | ButtEnd | Stick Heel | Mean

gglﬁ] [9['_127 _— - —_— gggxigg gig(l) ;(1)2(8) gggé gggg 3(9)12 SimpleBaseline [13] ResNet-50 | 94.73 67.28 53.99 72.00
-Net [12] et- X 4 g ’ : . 1 _

TokenPose-L/D24 [117 | HRNet-W48 256x192 95.13 | 70.96 60.93 56.27 70.82 MSPN [9] 95.84 70.68 37.40 74.64

ViTPose [10] ViT-B 256x192 9561 | 71.94 6133 58.80 7192 HR-Net [12] HRNet-W48 | 95.92 71.35 58.41 75.22

TokenCLIPose ResNet-50 256x192 9581 | 74.86 65.79 65.08 74.92 ViTPose [10] ViT-B .71 12.85 60.18 7626

TokenCLIPose MSPN 256x192 97.17 | 7541 66.70 66.34 75.53 TokenCLIPose ‘ HRNet-W48 ‘ 97.24 ‘ 76.60 ’ 65.01 ‘ 78.61

TokenCLIPose HRNet-W48 256x192 9737 | 7594 67.82 66.15 76.28

Improvement B - 176% 1 | 400% 1+ | 6.49% 1 | 7.35% 1 | 4.36% 1 Improvement - 147% 1 | 3.75% 1 | 483% 1 |235%1

Table 3: Comparison with SOTA Methods on CrowdPose dataset. BoldFace represents the best
score. Underline represents the second-best score.

Method | Input Resolution | AP | APsy | AP;s | APg | APy | APy
Mask-RCNN [43] 256 x 192 572 83.5 60.3 69.4 579 45.8
AlphaPose 256 x 192 61.0 81.3 66.0 71.2 61.4 51.1
SimpleBaseline [13] 256 x 192 60.8 81.4 65.7 71.4 61.2 51.2
CrowdPose [6] 256 x 192 66.0 842 71.5 755 66.3 574
Hourglass-104 [44] 384 x 288 65.2 85.9 69.5 - - -
KAPAO-L [45] 384 x 288 68.9 89.4 75.6 76.6 69.9 59.5
HRNet-W48 [12] 384 x 288 69.3 89.7 75.6 71.7 70.6 57.8
Transpose-H [22] 384 x 288 71.8 91.5 77.8 79.5 72.9 622
HRFormer-B [23] 384 x 288 724 91.5 719 80.0 73.5 62.4
TokenCLIPose 384 x 288 76.2 93.9 824 83.3 714 66.1
Improvement ‘ - ‘ 3.8% 1 ‘ 2.4% 1 ‘ 45% 1 ‘ 33% 1 ‘ 39% 1 ‘ 37% 1
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RESULTS .

Input Image
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Ice hockey : Lacrosse
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CONCLUSION

Out-of-bounding box prediction: We reformulate the extension pose estimation
problem as an unseen keypoint prediction problem and facilitate out-of-bounding box

keypoint prediction.

Multimodal pose estimation: We leverage the power of VLMs to augment the
spatial relationship of keypoints. Furthermore, we showcase that conventional method of
aligning image features to text embeddings is not optimal.

Significant improvement on SOTA: We consistently outperform the existing
state-of-the-art by 4.36%, 2.35% and 3.8% on the Ice Hockey, Lacrosse and CrowdPose
datasets respectively, underscoring the impact of reducing noise for pose estimation.
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